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PDS-D 

Challenge: To a collectionof resources and provide 
ributed data repositories 

Solution: A system that is fully functional, operationally 
Y and is capable of: 

Adapting to mission(s) having more and 
significantly 

Adapting to PDS data sets. 

Providing web based search-and-retrieval user 

Using Internet as the 

Supporting 

Provide ability for users to subscribe for 
data. 

interface t e and sophisticated users. 



Why a new development? 

Increased data volumes too 
much for PDS CD distribution 
system 

- MGS CD costs exceeded 

- THEMIS alone will produce 

- CD/DVD distribution too 

$500K for 600GB 

over 4TB of data 
Y 

- E - 
0 costly and cumbersome n 

Data will be physically 
distributed among various 
sites and sources 
Data will be more complex and 
heterogeneous 
Scientists want online access 
to all available data 

CDIDVD Distribution Costs 

Mars Data Only 

" M a r s  Data 

Fiscd 1998 Fiscal 1999 Fisca12000 
Distribution 
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PDS-D Proof-of-Concept 
DO1 

Provides on-line search and retrieval as the 
of data distribution 

- Provides correlative across instruments 
Data Set Search 

Data Product Search 

- Provides simple product 
repositories 

from distributed data 

Provides search and retrit; 

Makes data publicly available as 

Allows physical media copies by 

Focuses on the distribution of 



PDS-D DO1 Architecture = Mars Odyssey 

0 
Science + 

A 

I Planetary Atlas 

I 1n:Query 

A Educational General 
Public 

Default Data 
Set Browser 

--r 
4 0ut::Data and Metadata & 

Data Set View I 
I 

A 
Users 

Distributed Clients 

I . 

Data Products 



DO1 Distribution Requirements 
Odyssey Data Sets 

THEMIS raw infrared data (EDR) 
THEMIS raw visible data (EDR) 
THEMIS calibrated infrared data (RDR) 
THEMIS calibrated visible data (RDR) 

GRS raw data (EDR) 
GRS binned signal strength (RDR) 

MARIE raw energetic particle data (EDR) 
MARIE reduced energetic particle data (RDR) 

Radio Science data 

ODY-M-THM -2-IREDR-VI .O 
ODY-M-THM -2-VISEDR-VI .O 
ODYM-THM 3-IRRDR-VI .O 
ODYM-THM 3-VISRDR-V1.O 

ODY -M -G RS -2-E D R-VI .O 
ODY-M-GRS4-BIN-VI. 0 

ODYM-MAR-2-REDR-RAW-DATA-VI .O 
ODY-M aAR-3-RDR-CALI BRATED-DAT&Vl .O 

ODY-M-RSS-1 -RAW-VI .O 

SPICE data ODYM -SPICE-6-V1 .O 

Accelerometer EDR data 
Accelerometer profile data 
Accelerometer altitude data 

ODY-M 
ODY-M 
ODYM -ACCEL 



Req u i re men ts 

Supporta web-based-user- interface thatp rovideso nline accesst o all 
DO1 resources 

- User interfaces 

- Catalogs and indexes 
- Data repositories (e.g. disk, volumes online) 
- Value added applications (e.g.on-the-fly processing) 

Support the search of 

- 
- 

- 

- 

Data product information and location 

Data products and ancillary data 
Correlative searches across data sets 
Data set, documents, and associated information 

Support the retrieval of 

to a data product file or resource (URL) 
t (e.g., a binary file) 

- The data Droduct I 
- A package containing the data product and associated files 

Provide system interfaces for search and retrieval across dist 
heterogeneous catalogs and data repositories 



Requirements (cont) 

Have minimali mpact onexi sting PDS resources 

- Based on the PDS archive requirements 

- Imposes archive requirements 

- Adds a of distribution 

Middleware user support 

Customer base 
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What we did 

Implemented a information 
- Application Clients (Browsers/lnterfaces) 
- Middleware (OODT) 
- Data and Metadata Servers (product server, profile server) 
- Data Repositories and Catalogs 

Simplified and through middleware 

Used existing PDS subsystems but 
- User Interfaces (Atlas, DITDOS) 
- Data repositories (disk farms) 
- Catalog databases (Sybase, Gatesware,. . 
- Remained geographically distributed and 

Separated Data Architecture from Tech 

- Used archive to its full poten 
- Evolved technology architecture 



Product 

THEMIS 
GRS 
MARIE 
SPICE 
ACCEL 
RS 
Backup 

Data Product Retrieval 

Product Servers 

PDS.ASU .Product 
PDS .Geo. Product 
DITDOS 
PDS. NAI F. Product 
PDS.Atmos.Product 
PDS.RS. Product 
PDS.CN.Product 



Planetary DataSy stem 
Distributed Planetary ScienceArc hive 

Research Center 

THEMIS Data Node 
Arizona State University 

Planetary Plasma Interactions Node 
University of Califomia Los Angeles 
Los Angeles, CA 

Navigation Ancillary Information Node 
Jet Propulsion Laboratory 
Pasadena, CA 



The Product Server in a Nutshell 

If a product server has read privileges to a file, it can return that 

If a product server has read privileges to a directory, it can return 
, packaged as a zip file. 

If a product server has read privileges to a PDS labeled product, it can return 
, packaged as a zip file. 

The PDS/OODT product server is capable of servi 
in the PDS archive. (Le. The product server IS 

target body, mission, data set, or the data repository I 

is installed at 
.> 



The Product Server in a Nutshell (cont) 
Query Handlers 

Ret u rn-Types 

PDS-LABEL - return PDS label 
PDS-ZIP - return PDS labeled file and all associated files in a ZIP package 
PDS-ZIPN - same as PDS-ZIP except for l -n  PDS labeled files 
RAW (mime-type) - return specified file 
DIRLIST - return list of all files in a directory 
PDS-ZIPN-TES - returns TES product in a ZIP package 
PDS-JPEG - convert PDS image tojpeg 

Under consideration 

PDS-CSV- convert PDS binary TABL€ to comm 
PDS-PDS - Normalize data representation of a 
PDS-FITS - Convert PDS product to FITS 
... 

http://buttons.jpl .nasa.gov:9002/index. html 

http://buttons.jpl


Product 

THEMIS 
GRS 
MARIE 
SPICE 
ACCEL 
RS 

Data Product Search 

Correlative Search 

Data SeVResource 

Component 

Planetary Atlas 
Planetary Atlas 
DITDOS 
Default Data Set Browser 
Default Data Set Browser 
Default Data Set Browser 

Planetary Atlas 

PDS .CN. P r ) 



The Profile Server in a Nutshell 

Given search parameters that exist in the PDS model (e.g. 
TARGET-NAME = IO, FI LTER-NAME=RED, RESOU RCE-CLASS=DATA. DATA-SET) 
a profile server is able to r 
entities that match those parameters. (Le. The profile server is constrained 
only by the existing model.) 

he descri 

The currently released profile server is installed at the central 
node with access to the 

- Searches and retrieves tisn of 
t browser 

- Searches and retrieves ~~~~~~~~ i ~ f ~ ~ ~ ~ t i  its locati 
web site, volumes online) 

17 



Product 

THEMIS 
GRS 
MARIE 
SPICE 
ACCEL 
RS 

Data Repositories 

High Level Catalog 
Archived Data Sets 
Pending Data Sets 
Releases 
Resources 

Location 

ASU 
Geosciences 
PPI 
NAI F/CN 
Atmos/CN 
Geosciences/CN 

CN 



System Ad m i n i st rat i o n 

Catalog Management 
-A rchive 
-P ending 
-S ystem 

DataS et Object 
Describes a data set or portion of a data set just released 

Subscription/ Service 

- User interface for subscribing to release noti 
- Notification email sent to subscribers 

(Distributed System Man 



E 



How PDS-D DO1 works 
Data Set View 

Data Set Quick Search 

Select ONE parameter from beluw to Derform your Query 

http://starbrite. jpl. nasa.qov/pds 

http://starbrite


Data Set View - Results 
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Spin-off Benefits from DO1 (cont) 

Major system modifications caused minimal impact 

-S wapped out CORBA for RMI 
- Migrated THEMIS data repository 



PDSD Development Timeline 

A 
MRO 

A 
Cassini 

A 
Odyssey 

O W  XML interface 
Data Model evolution 
Local data dictionaries 

PDS-A (Archive) DO4 



Finally 

Rapid development prototype proved concept 
- Information architecture 

- Used existing PDS resources and data model 
- Went from “ten years behind” to leading edge in 5 months 

Data architecture (data model) 
Technology architecture (multi-tiered) 

Multi-tiered architecture enables PDS-D and the PDS Vision 
__. of data products 
- Online access as primary method of 

for software developers 
- Provide real time access to 

- Leverages current capabilities with 
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Middleware 

I 

Requirements on Middleware (cont) 

. , , Disaatuhd middiewerr architecture 
+ , +  Resource dsscouery through mrt.d.tp 
... Infonnethn exchange through ait.ndorrk 
More Wt QQDT 

a e x  Leung set up a Linux duster to run the OODT softvrra for the PDS single point crf entry, Because t h e  OODT 
roftware uses  R M I  whtch records objed references based on IP addresses,  we needed to meke certain that the 
3ODT software would funchon in such a n  environment. This artida describes t he  reruks of such testing. 

and g e t  status. 



Web I/F 

Conceptual PDS Implementation 

Client 
Environment 



Product Server Architecture 

HTTP, IlOP, 
Java, C++ 

t 

Distributed 
Product 
Servers Java Server Framework 

Data Source Interface 

Distributed 
Data 
Repositories 

HTTP, IlOP, 
Java, C++ 

APIs 

Java Server Framework 

Data Source Interface 
For 

Dynamically Loaded Query Handlers 
.I.- .&:- A 

"r" .~...*_. 
File System Access/Zi 



Scala bi I ity 

Number of system component 

-N odes added as needed 
-0 ne-to-one connections from each component to middleware 
- Exponential number of inter-operational connections made 

dynamically via message passing 

Since distribution system is built as a 
archive system, it will scale as long as the archive system scales 

on top of the 

Continue to distribute archive as needed to 
repositories (e.g. MRO) 
- Parallel load balancing 

Smaller frequently used data repositories c 
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PDSD DO1 Architecture 

The architecture provides to distributeddata 
repositories and catalogs 
- Location independence (e.g. the data appears local) 
- Information hiding (e.g standard interfaces to differing catalogs and 

repositories) 
- Data driven architecture (i.e. use PDS data architecture) 
- Scalable and extensible (e.g. Odyssey through MRO) 
- Client APls for search and retrieval of data and metadata 

Maintains ~~~ data archives 
- Conform to CODMAC recommendation for discipline data systems 
- Keeps data in the hands of the scientific experts 
- Promote closer ties with mission instrument 

The architecture has ~~~~~~~ ~~~~~~ on 
- Maintain original bits and convert as n 
- Leverage development using existing s 

Separates data architecture from the technology architecture 




